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We will introduce tree-based methods for ?egression and classification.
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The set of splitting rules can be summarized in a tree = “decision trees”.
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Combining a large number of trees can often result in dramatic improvements in prediction
accuracy at the expense of interpretation.
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Credit: http://phdcomics.com/comics.php?f=852

Decision trees can be applied to both regression and classification problems. We will start
with regression.



1 Regression Trees
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st Example: We want to predict baseball salaries using the Hittters data set based on

Years (the number of years that a player has been in the major leagues) and Hits (the
number of hits he made the previous year). 7o details en
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o wesdy ™ The predicted salary for players is given by the mean response value for the players in that
box. Overall, the tree segments the players into 3 regions of predictor space.
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We now discuss the process of building a regression tree. There are % steps:
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4 1 Regression Trees

In order to perform recursive binary splitting,

(1) Select te peclichs aed cufpot € st Splibry De pedich Space (afo segens
xR <sT aad TR 28) Quads e b gretet posscLle reduchan 1} RSS.

L_Vve Ca/\s.‘déf G.M Pﬂsil‘bm X } X{) (hj aﬂ IﬂaSS,‘LLe CanO{:d'_S S 'ﬁen CJM;O)L P=,L.“q"‘ wa?wlf
12-)
o losest s,
('_gl Conades J Pw%nt(o LWH\’/D(TMS P\, (\jls) = %X - XJ~<55 GJ R2 (\}‘IS->: {7(:7%“2 53
P O s

s (g-9e) + = (4 -%a)"

i;x;egl()',,) fll.’eRl(\j,Q

— —(Z»J.L-d jads cale %W{U-a, Jome
¢ P 5 et 1oe 1‘792

@ ('\EP%T f“’“"’s, (Wk:‘/-i br rexf inf'j 0m( ¢ Cowbo Jut insteacd ,{1 sPl.‘J}al,\g_ enbe quCQJ Uﬁsr‘i‘f

&, leﬂ orh Rz (\)\, 5) Jpo mim I 2L &SS, @Ca\,‘-}uhe I‘MH
The process described above may produce good predictions on the training set, but is likely W) ot
to overfit the data. met (e o
M].'M Leataghg
Lecaumst e rcwu““a dyor may lp oo w]o(e)c et G hs).
le5¢ regpins R\J -y KJ @ f,eJq’C(- uf,l-a,
A smaller tree, with less splits might lead to lower variance and better interpretation at “yen of i,
the cost of a little bias. Oy h da i
- fouvdds e st
s

dea: DAIU split & deee T e lts (, clll)\?af, &aovjé(' o(np b KSS

(

oed idea o hecause i Seemify vorthlers solch eadly e bee W e Blloved
L"‘d o opril Gplit.

A strategy is to grow a very large tree Ty and then prune it back to obtain a subtree.
lew fo prane T 'Ha.7 could usc Cy eshvafe, oras 7@, every

gl . oot o shhe AT lecds fo loves T dest ercor ,-461/ subbee LT et 5 exfrsie,
soluwhbon: “(ooT wlex,'{_‘y P"M'I'\auu aka, © \eakesS liak F’““’”a"

e

G

Lors K o Sequinw ¢ subdes [\ Jexed L:a, & Monpegutit 7‘1:4,'/\'7 pramefs .
S S e T
A . Q o I‘ .
Z 2 (na.[__qa'&)}_,_ O(\‘/I! 1) &S Sm«u r/ 54/} le

m=\ -
xléam ‘F-}((MI\NJ noolls '14 e "hel.

Sefect & Iaa Cy.



Algorithm for building a regression tree:
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2 Classification Trees

A classification tree is very similar to a regression tree, except that it is used to predict a
categorical response.

For a classification tree, we predict that each observation belongs to the most commonly
occurring class of training observation in the region to which it belongs.

The task of growing a classification tree is quite similar to the task of growing a regres-
sion tree.

It turns out that classification error is not sensitive enough.

When building a classification tree, either the Gini index or the entropy are typically used
to evaluate the quality of a particular split.



3 Trees vs. Linear Models

Regression and classification trees have a very different feel from the more classical ap-
proaches for regression and classification.

‘Which method is better?

3.1 Advantages and Disadvantages of Trees



4 Bagging

Decision trees suffer from high variance.

Bootstrap aggregation or bagging is a general-purpose procedure for reducing the vari-
ance of a statistical learning method, particularly useful for trees.

So a natural way to reduce the variance is to take many training sets from the population,
build a separate prediction model using each training set, and average the resulting
predictions.

Of course, this is not practical because we generally do not have access to multiple training
sets.



4.1 Out-of-Bag Error 9

While bagging can improve predictions for many regression methods, it’s particularly use-
ful for decision trees.

These trees are grown deep and not pruned.

How can bagging be extended to a classification problem?

4.1 Out-of-Bag Error

There is a very straightforward way to estimate the test error of a bagged model, without
the need to perform cross-validation.



10 4 Bagging

4.2 Interpretation



5 Random Forests

Random forests provide an improvement over bagged trees by a small tweak that decorre-
lates the trees.

As with bagged trees, we build a number of decision trees on bootstrapped training
samples.

In other words, in building a random forest, at each split in the tree, the algorithm is not
allowed to consider a majority of the predictors.

The main difference between bagging and random forests is the chouce of predictor subset
size m.
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6 Boosting

Boosting is another approach for improving the prediction results from a decision tree.

While bagging involves creating multiple copies of the original training data set using the
bootstrap and fitting a separate decision tree on each copy,

Boosting does not involve boostrap sampling, instead each tree is fit on a modified version
of the original data set.
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Boosting has three tuning parameters:
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