
Chapter 2: Statistical Learning

Credit: https://www.instagram.com/sandserifcomics/

statistical machine learning is more than "just"statistics and more than "just"machine

learning.
We choose methods band on data D our goals.
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1 What is Statistical Learning?
A scenario: We are consultants hired by a client to provide advice on how to improve sales
of a product.

TV radio newspaper sales
230.1 37.8 69.2 22.1

44.5 39.3 45.1 10.4
17.2 45.9 69.3 9.3

151.5 41.3 58.5 18.5

We have the advertising budgets for that product in 200 markets and the sales in those
markets. It is not possible to increase sales directly, but the client can change how they
budget for advertising. How should we advise our client?

input variables

output variable

X, X2 x3 Y

·n=100

If thee is an

association Stu
ads? sales

wecanallre
--

toadvertise to

increase sales,

=>develop an
accurate model

to predict sales
based on 3

budgets.

"Predictors", "independent variables", "features"
advertising budgets
X - TV

X- radio

Xy - newspaper

"response", "dependent
variable"

y-sales.
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More generally –

Essentially, statistical learning is a set of approaches for estimating .

1.1 Why estimate ?

There are two main reasons we may wish to estimate .

Prediction

In many cases, inputs  are readily available, but the output  cannot be readily obtained
(or is expensive to obtain). In this case, we can predict  using

In this case,  is often treated as a “black box”, i.e. we don’t care much about it as long as
it yields accurate predictions for .

The accuracy of  in predicting  depends on two quantities, reducible and irreducible
error.

observe quantitative variabley and p predictors Xis -., Xe

Assume there is some relationshipbetween predictors and response.

↳ fixedbutrandom error,
means

and independentof
X

L

systematic information thatXprovides
about4.

I can involve more than I inputvariable (e.g. TV, radio
waspaper).

-ourgoals foran analysis.

predictionfor -> I(X) lremper error averages
to07.

A estimate of fo

exactform notas important.

reducible: I is not a perfectestimate of 7, butwe can reduce error by an using an appropriate stat

learning method to estimate f.

irreducible: Even if Iwas estimated perfectly we would still have some error because Y is a function

of e! We cannotreduce this no matter how well we estimate to

Why? I contains unmeasured variables thatwould be usefulfor predicting 7

Consider an
estimate I and predictors &(fixed).

expected value of z((Y - y)2] =-[)f(x) +e =f(x))2)
squared

differe

better predicted =[f(x) - f(x))
-

+var(e)
and actual of n n

reducible. irreducible.
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We will focus on techniques to estimate  with the aim of reducing the reducible error. It
is important to remember that the irreducible error will always be there and gives an up-
per bound on our accuracy.

Inference

Sometimes we are interested in understanding the way  is affected as 
change. We want to estimate , but our goal isn’t to necessarily predict . Instead we
want to understand the relationship between  and .

We may be interested in the following questions:

1. 

2. 

3. 

To return to our advertising data,

Depending on our goals, different statistical learning methods may be more attractive.

-

(almostalways unknown in practice).

i.e. how Y changes as a function of X1->Xp.
=>I no longer a black box! We need to know its form!

which predictors are associated my response?

Whatis relationship but response
and each predictor?

can relationship be adequately summarized by a linear equation or is itmove

complicated?

-which media contribute to sales?
Inference: - which media generate the biggestboostin sales?

2 how much incream in sales is associated w/ a given increase in TV adverticaly?

prediction:
-

Whatcan I expectsales tobe ifsped $200K m TV and SO on newspaper is
radio?

e.g.
Linear models allow for interpretable inference butmaybe notthemostaccurate prediction.

non-linear approaches can provide accurate predictions butmuch less interpretable.
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1.2 How do we estimate ?

Goal:

In other words, �nd a function  such that  for any observation . We can
characterize this task as either parametric or non-parametric

Parametric

1. 

2. 

This approach reduced the problem of estimating  down to estimating a set of
parameters.

Why?

"Training
data" train

X ↑

We have observed a differtdata points and wantto estimate fur.

apply a statistical leaning method totraining data to estimate unknown 5.

make an assumption aboutshape of to
parameters

e.g. f(x)
=8 +, x,+ ...pxP

Use training data tofit or "train"be model.

↑

e.g. estimate po,..... Be withordinary leastsquares (one ofmany options).

This simplifies the problem of estimately 5.

Datage?
What if shape we choose in notsimilar to f?

to theestimate (and padictions) will be
poor.

We can try more flexible model, this means more parameters

can lead toonly:fitly errors in training data for closely.
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Non-parametric

Non-parametric methods do not make explicit assumptions about the functional form of .
Instead we seek an estimate of  tht is as close to the data as possible without being too
wiggly.

Why?

Shape.
-

Ch

-

Advantagewide range of possible shape

->

no restrictions on shapeI can't

assume wrong shape.

advantages
- haven'tsimplified theproblem!
=>red a lotof data,

e.g. splines (ch, 7)



1.3 Prediction Accuracy and Int… 7

1.3 Prediction Accuracy and Interpretability

Of the many methods we talk about in this class, some are less �exible – they produce a
small range of shapes to estimate .

Why would we choose a less �exible model over a more �exible one?
e.g. linear regression vs. Splines.

- If interested in fence, restrictive models are more interpretable.

- flexible models lead to complicated estimates off, so difficulttounderstand/explain.
-> too much flexibilitycan also lead to try.

bat select".
67.

~least
squares

weredeadbitte mochts
(ch.)

I
Su ass

linear
regression

(chi37.

Suchter (Ch.9).
bagging, boosting,

RF (ch.8).get
new

Er flexibility high
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2 Supervised vs. Unsupervised Learning
Most statistical learning problems are either supervised or unsupervised –

Supervised
-each observation of predictors (Cj, i=l-yn thereis an associated

response yi

gal: fit model thatrelates response topredictors
↳ prediction or inference.

methods:new regression, logistic regression, GAMs, trees, boostly, RF, SNM, etc.
-

Unsupervised
-

for each observation i=1..., n we have a rector of measurements 24; butmetresponse yi.

gal:learn about structure of data.

mods:pencipal components, clustering.

Sisupervised
we have some responses yi,

butnotall n of them.
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What’s possible when we don’t have a response variable?

We can seek to understand the relatopnships between the variables, or

We can seek to understand the relationships between the observations.

Sometimes it is not so clear whether we are in a supervised or unsupervised problem. For
example, we may have  observations with a response measurement and  ob-
servations with no response. Why?

In this case, we want a method that can incorporate all the information we have.

N

"clusteranalysis
"

goal: bused on Ex-chin, discern ifthey fullintodistinctgroups.

obsartans
M=

p
=2 vasidles.

of -ausyto 003 groups, plot

0
whereare

distinctscatter
plot
e

Well separated groups, groups overlapping, will

the
approaches

easyt cluster.
be harder to cluster.

10) .
(Ch

Maybe itis expansive tocollectof
but not 22.

"semi-supervised"methods

outside the scope of this
class.
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3 Regression vs. Classi�cation
Variables can be either quantitative or categorical.

Examples –

Age

Height

Income

Price of stock

Brand of product purchased

Cancer diagnosis

Color of cat

We tend to select statistical learning methods for supervised problems based on whether
the response is quantitative or categorical.

However, when the predictors are quantitative or categorical is less important for this
choice.

-

↓ -Is one of K difrentclasses
or categories.

numeric
values

quantitative

quantitative

quantitative

quantitative.

categorical.

categorical.

either (depends).

&
a d

-

"regression
"classification"

Mostmethods can use quantitative or categorical predictors.


